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Why run web-based experiments?

• more efficient data collection than in the lab


• faster


• cheaper


• larger & more diverse participant population (not just college undergrads)


• …the pandemic
Buhrmester et al 2011



Concerns about web-based experimentation

• participants don’t pay attention over the web

• no control over participant population

• data is noisy

• difficult to learn

• too many tools/choices

• don’t know how to code

that’s why we’re here!

attention checks

demographic parameters, “qualifications”

many classic findings have replicated 
remedies

…additional concerns?



How do crowd-sourced experiments work?



How do web-based experiments work?

you & your computer crowd workers, aka participants

GitHub pages, your 
university web space

server

experiment

you program an 
experiment on 
your computer

you put the 
experiment on the 

web so it’s 
accessible 

through a URL

you could have participants 
take experiment directly by 

sharing URL with them

…how do you 
get people to 

take your 
experiment?



How do web-based experiments work?

you & your computer crowd workers, aka participants

recruitment platform

GitHub pages, your 
university web space

server
crowd workers sign 
up to work on tasks 
and get paid through 
platform

experiment

you program an 
experiment on 
your computer

you put the 
experiment on the 

web so it’s 
accessible 

through a URL

link experiment to 
platform via URL for 
automated participant 
recruitment

…how do you 
get people to 

take your 
experiment?

download 
collected data for 
analysis



Workflow
Step Tool Time

1. create organized, version-controlled project repository mins

https://docs.proliferate.alps.science/en/latest/contents.html
https://github.com/sebschu/Submiterator
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Workflow
Step Tool Time

1. create organized, version-controlled project repository mins

2. program experiment and test in local browser hrs

3. put experiment on server and test again scp/GitHub pages/… secs + mins

4. preregister experiment mins-hrs

5. link experiment to platform (and test again in Sandbox) proliferate/
submiterator/… secs + mins

6. run experiment on platform hrs to days

7. download data from platform proliferate/
submiterator/… secs

8. pre-process, visualize, analyze data hrs

9. …publish! …

https://docs.proliferate.alps.science/en/latest/contents.html
https://github.com/sebschu/Submiterator
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What kinds of experiments can you run?

• categorical or continuous choices (eg truth-value judgment, acceptability)


• response time measures (eg self-paced reading, timed lexical decision)


• free-form input (eg for written production)


• spoken and signed production (possible but requires more setup)


• mouse-tracking


• even basic eye-tracking (example here: https://github.com/leylakursat/cohort_webgazer)

https://github.com/leylakursat/cohort_webgazer


What kinds of experiments can’t/shouldn’t you run?

• brain imaging (EEG, MEG, fMRI)


• psychophysical studies requiring very temporally controlled stimulus 
presentation


• unclear: more complex eye-tracking setups thus far not validated


• unclear: special populatios (for children see https://lookit.mit.edu/)

https://lookit.mit.edu/


Choices, choices



Platforms
• Amazon’s Mechanical Turk (US-based) 
• large population of workers (~500,000, mostly US-based)

• diverse, but nevertheless biased


• many bots and bot-like workers

• Prolific Academic (UK-based) 
• smaller than MTurk

• higher data quality

• more linguistic diversity


• Others: TurkPrime, Daemo, Finding Five

“workers are diverse but not representative of the populations they are drawn from, reflecting that Internet users differ 
systematically from non-Internet users. Workers tend to be younger (about 30 years old), overeducated, underemployed, 
less religious, and more liberal than the general population. Within the United States, Asians are overrepresented and 
Blacks and Hispanics are underrepresented relative to the population as a whole” Paolacci & Chandler 2014

today

Peer et al 2017



Experimental frameworks

• Stanford framework


• psiTurk — maintained by Todd Gureckis


• jsPsych — maintained by Josh de Leeuw


• _magpie — maintained by Michael Franke

today

https://psiturk.org/
https://www.jspsych.org/
https://magpie-ea.github.io/magpie-esslli-2019-course-material/site/script/


Tips and tricks, experimental setup

• in experiment:

• always include consent/legal info

• include thorough but concise instructions

For participants’ sake:



Tips and tricks, experimental setup

• in experiment:

• always include consent/legal info

• include thorough but concise instructions

• include a progress bar (lowers dropout rates)

• on platform: 

• give your study a straightforward name (eg, “Language study”)

• include keywords that make it easy to find your study (eg, “language experiment 
study communication stanford fun cognitive science”)

For participants’ sake:



Tips and tricks, experimental setup
• in experiment:

• to improve data quality:

• include attention checks (eg, control trials with expected outcome)

• include functionality to prevent experiment being taken repeatedly (UniqueTurker)

• include functionality to identify bots/prevent them from taking experiment (eg, reCaptcha)

• to not kick yourself later

• always err on the side of recording too much rather than too little information

• on platform, to improve data quality

• set participation parameters (eg, native language, percentage of previous work approved 
(>98%), participant location)

For your sake:



Tips and tricks, execution
• to improve data quality:


• pay fairly (poorly paid studies -> unreliable data)


• run studies on weekdays, in the morning

• to prevent worker frustration:


• monitor email while experiment is running


• Turkers communicate — sign up for Turkernation and/or Turkopticon 
account

Buhrmester et al 2018



Example study: variability and 
context-dependence of scalar 

inferences



Scalar implicatures in the wild

1. I like some country music. 

2. It would certainly help them to appreciate some 
of the things we have here. 

3. You sound like you have some small ones in the 
background.

Degen 2015

Inference? I like some, but not all, country music

Inference? …to appreciate some, but not all…

Inference? … some, but not all small ones…



Combining corpora & the web

1. extracted all 1390 utterances containing some 
from the Switchboard corpus of spoken American 
English 

2. collected inference strength ratings for each item 
on Mechanical Turk (10 judgments per item)





Variability in inference strength

large amount of variability in inference strength
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Just noise?



Qualitative investigation

1. I like some country music. 

2. It would certainly help them to appreciate some 
of the things we have here. 

3. You sound like you have some small ones in the 
background.

Inference? I like some, but not all, country music

Inference? …to appreciate some, but not all…

Inference? … some, but not all small ones…
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Stronger inferences…
…with partitive some-NPs. 

It would certainly help them to appreciate 
some of the things we have here.

I’ve seen some of them on repeat

I like some country music.You sound like you have some small 
ones in the background.



Stronger inferences…
…with previously mentioned NP referents. 

I’ve seen some of them on repeats

That would take some planning.

We’ve got some beets.



Stronger inferences…
…with some-NPs in subject position.

Some kids are really having it.

That would take some planning.

Occasionally, some ice skating will 
come on.

I like some country music.



Just noise?

No. Variability in ratings is 
systematically predicted by 

syntactic, semantic, and pragmatic 
features of the linguistic context.



Next: open science
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